
Layout and scheduling  
optimization problem for  
a reconfigurable manufacturing system

1. Introduction

Nowadays, more and more people expect to pur-
chase customized goods of great quality at a reason-
able price, which asks manufacturers to supply prod-
ucts not only at low cost and with high quality but 
also in a great variety [1]. Mass Customization (MC) 
is a modern production paradigm for producing cus-
tomized products at about the same cost as mass pro-
duction [2]. It requires flexibility in the manufactur-
ing system [3]. The Dedicated Manufacturing Line 
(DML) is cost-effective around one specific product 
[4]. Nevertheless, its configuration is fixed. Flexible 
Manufacturing System (FMS) offers general flexibility 

for a wide range of parts variants, but the equipment 
is expensive and productivity is low. Therefore, many 
researchers from industry or academia are trying to 
develop the Reconfigurable Manufacturing System 
(RMS), which combines the high yields of DML with 
the flexibility of FMS [5].

RMS is defined as a system designed at the outset 
for rapid change in structure, as well as in hardware 
and software components, in order to quickly adjust 
production capacity and functionality within a part 
family in response to sudden changes in the mar-
ket or regulatory requirements [6]. Reconfiguration 
in RMS divides into machine-level reconfiguration 
and system-level reconfiguration [7]. Changes such 
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as moving, adding, and removing equipment are 
considered system-wide reconfiguration. Changes to 
machine configuration or Reconfigurable Manufac-
turing Tool (RMT) are regarded as reconfiguration 
at the machine level [8].

Both reconfiguration levels impact system perfor-
mance, hence should be both optimized. Reconfigu-
ration at the machine level will probably extend the 
makespan, even with optimized scheduling, yet the 
layout reconfiguration will likely shorten the duration 
of Work-in-Progress (WIP) transport between sep-
arate machines. Thus, performing as many opera-
tions as possible on a machine installed by a selected 
configuration improves efficiency. Optimized layout 
is significant in minimizing the overall completion 
time. However, disparate due dates and weights for 
tardiness penalty complicate these principles in the 
scheduling problem. Apart from machine location, 
the layout issue has to consider machine shape. Since 
they are closely dependent, layout optimization and 
scheduling should be simultaneously considered to 
improve efficiency.

This paper attempts to simultaneously optimize 
the tardiness for jobs in RMS by integrating the job-
shop scheduling and layout problem. It proposes a 
mathematical model for the integrated problem and 
validates it using CPLEX and then proposes a Ge-
netic Algorithm (GA) based approach for its resolu-
tion. It is organized as follows: the literature review 
is presented in Section 2; the mathematical model 
to formulate the problem is explained in Section 3; 
the numerical experiments to validate the improved 
heuristic approach are introduced in Section 4; the 
computational results are discussed in Section 5; the 
conclusion about limitations and future work is sum-
marized in Section 6.

2. Literature review

The literature review examined two keywords 
pairs ‘reconfigurable manufacturing system’ with 
‘scheduling’ and ‘reconfigurable manufacturing sys-
tem’ with ‘layout’ in four databases, which are Elsevi-
er (sciencedirect.com), Springer (springerlink.com), 
IEEE (ieeexplore.ieee.org), and Taylor & Francis 
(tandfonline.com).

Research on scheduling in RMS mainly embraces 
the job shop theory to optimize the completion time 
in the mixed-integer model. Li et al. [9] presented a 
mathematical approach for distributing the stochas-
tic demands and exchanging machines or modules 
among lines (which are groups of machines) for 

adaptively configuring these lines and machines for 
the resulting shared demand under a limited inven-
tory of configurable components. Mahmoodjanloo 
et al. [10] dealt with a flexible job shop scheduling 
problem with RMTs by formulating two mixed-in-
teger linear programming models with the posi-
tion-based and sequence-based decision variables to 
minimize the maximum completion time. Roshanaei 
et al. [11] solved both partially and totally flexible job 
shop scheduling problem by developing two novel 
effective position-based and sequence-based mixed 
integer linear programming (MILP) models to min-
imize the maximum completion time. Azab et al. 
[12] formulated a mixed-integer linear programming 
model considering both family sequencing and op-
erations sequencing inside each family. Abbasi et al. 
[13] developed a mixed integer nonlinear program-
ming model to determine optimum sequence of 
production tasks, corresponding configurations, and 
batch sizes. Bhargav et al.[14] built an entire integer 
model to minimize the makespan of the product by 
segregating and scheduling the similar operations of 
product in RMS. Genetic algorithm is widely adopt-
ed to handle the related problem. Aiping et al. [15] 
introduced an two-objectives optimization model to 
achieve the robust scheduling by a genetic algorithm 
(GA) embedded with extended timed-place petri 
nets (ETPN). Ladosz et al. [16] presented a genet-
ic algorithm used for dynamic product routing in 
RMS. Ye et al. [17] put forward a genetic algorithm 
(GA) with parallel chromosome coding scheme to 
solve the integrated modular product scheduling and 
manufacturing cell configuration problem in RMSs. 
Recently, some researchers integrate scheduling with 
other issues. Dou et al. [18] integrated optimization 
problem of configuration design and scheduling for 
RMS by presenting a multi-objective particle swarm 
optimization (MoPSO) based on crowding distance 
and external Pareto solution archive. Khezri et al. 
[19] proposed a multi-objective scheduling model to 
optimize the processing time and cost in RMS as well 
as the emission of liquid hazardous waste and green-
house gas emissions (GHG).

Maganha et al. [20] presented a literature review 
about the layout design in RMS and classified this 
problem into the choices of machines and the lay-
out of the manufacturing system. The choices of 
machines decide the facilities allocated in the layout. 
Klement et al. [21] considered a two-objectives model 
to allocate a number of identical mobile robots to the 
workstations. Meccanica [22] adopted a negotiation 
model for solving the problem of allocating produc-
tion plants to product groups without specific location 
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information. The layout of the manufacturing system 
dominates the particular location of machines. Had-
dou et al. [23] proposed two-phase-based approach 
combining the well-known metaheuristic, archived 
multi-objective simulated annealing (AMOSA), with 
an exhaustive search–based heuristic to determine 
the best machine layout for all the selected machines 
of the product family. Wei et al. [24] proposed a cha-
otic genetic algorithm with improved Tent mapping 
to solve the problems associated with the organiza-
tion of the dynamic facility layout in RMS. Sui et al. 
[25] established a mathematical model of the equip-
ment layout in the RMS workshop and designed the 
fitness function with penalty factor which is based on 
the minimum principle of logistics cost and the phys-
ical constraints of the workshop layout. Yamada et al. 
[26] combined these two aspects by proposing a lay-
out optimization method for manufacturing cells and 
an allocation optimization method for transportation 
robots in RMSs was solved by using a particle swarm 
optimization method.

From above, multi-objective mathematical mod-
els and meta-heuristic algorithms are the most used 
methods in this research area. Researchers prefer to 
employ integer variables deciding the operation pro-
cessing order, giving rise to a large number of deci-
sion variables. Up to our knowledge, there is no work 
jointly optimizing layout and scheduling in RMS, yet 
the layout impacts scheduling decisions and overall 
system efficiency. Also, RMS aim is to be able to 
quickly reconfigure, hence reconfiguration at system 
level including layout design should be considered. 
Less research on layout design considers an open 
field than that among available locations. Hence, this 

paper aims to join an open-field layout design in a 
flat workshop with the scheduling in an RMS. The 
beginning time of each operation and the machine 
location are specified as independent continuous de-
cision variables. The processing sequence is implicit 

in the values of these decision variables.

3. Mathematical model

3.1 Problem statement

A product is composed of a number of parts. A 
job represents the procedure to accomplish the en-
tire processing of a part. Let us consider that there 
are n jobs. Each job consists of several operations. 
An operation is an activity to create a feature of a 
part, such as drilling a hole. Activities to create the 
same feature with distinct attributes are thought as 
the same operation. Same operations may take dis-
tinct processing time, like drilling holes in different 
diameters. An operation may be required for more 
than one job. It is assumed that one operation could 
appear just once in a job and the operation sequence 
for every job is determined. There are p operations 
in total.

Machines in RMS have several configurations 
each. In this paper, each configuration is assumed 
to process only one operation and each operation is 
assumed to be carried out merely on one configu-
ration. Hence, the feasible machine for each opera-
tion is identified. The reconfiguration time between 
different configurations is perceived as that between 
different operations.

Figure 1.The open-field layout in an RMS
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To simplify the calculation in WIPs transporta-
tion, the time to move every WIP in the unit distance 
is a constant of 1. Movements are supposed to take 
place exclusively in the horizon and vertical direc-
tions. Consequently, the value of a WIP transporta-
tion time is equal to the distance between machines. 
The sum of the distance between the two machines 
on the X-coordinate and the Y-coordinate represents 
the distance between them. As shown in Figure 1, the 
distance between Machine k and Machine m is equal 
to the distance between Machine k and Machine m 
on the X-coordinate ∆Xk,m added to the distance be-
tween Machine k and Machine m on the Y-coordi-
nate ∆Yk,m. All machines have a rectangular security 
area, whose scopes are estimated by their shape of 
length and width. To prevent the overlap of these ar-
eas, the location intervals should respect the limits of 
the security distances

3.2 Mathematical model

The indexes are as follows:
i, i'	 Index for jobs, ∀i,i'  ϵ {1,2,…,n}
e, e'	 Index for operations, ∀e,e'  ϵ {1,2,…,p}
j, j'	 Index for position in the operation sequence,  

	     ∀j, j'  ϵ {1,2,…,|ρi|}
k, k'	 Index for machines, ∀k,k' ϵ {1,2,…,m}

The parameters are as follows:

n		 Number of jobs
p		  Number of operations
m		 Number of machines
ρi,j	 Corresponding operation at the jth position  

			   in the operation sequence of job i 
φe	 Corresponding machine for operation e
ti,e	 Processing time for operation e from job i
re,e'	 Reconfiguration time from operation e to  

			   operation e', if e=e', re,e' = 0
di		 Due date of job i
Wi	 The penalty for unit tardiness time of job i
αk	 The security distance for machine k on the  

			   X-coordinate 
βk	 The security distance for machine k on the  

			   Y-coordinate

This linear mathematical model aims to minimize 
the penalty for all the jobs caused by tardiness. Co-
efficients of tardiness penalty are used and they indi-
cate the priority to process these parts. The objective 
function is:

The dimension of all the parameters and variables 
are 1. The decision variables are as follows:

Bi,j	 Continuous variable for the beginning time  
			   of the jth operation in the operation  
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			   sequence of job i, Bi,j ≥ 0.
Ci,j	 Continuous variable for the completion time  

			   of the jth operation in the operation  
			   sequence of job i, Ci,j ≥0.

Ti	 Continuous variable for tardiness of job i,  
			   Ti ≥ 0.

Xk	 Continuous variable for position of machine  
			   k on X-coordinate, Xk ≥ 0.

Yk	 Continuous variable for position of machine  
			   k on Y-coordinate, Yk ≥ 0.

∆Xk,k'  Continuous variable for the distance  
			          between machine k and machine k' on 	
			          X-coordinate, ∆Xk,k' ≥ 0.

∆Yk,k'  Continuous variable for the distance  
			   between machine k and machine k' on  
			   Y-coordinate, ∆Yk,k' ≥ 0.

These decision variables subject to the following 
constraints:

Constraint (1) describes the completion time of 
the jth operation in the operation sequence of job 
i. Constraint (2) defines the tardiness of job 𝑖. Con-
straints (3) and (4) respectively calculate the distance 
between a pair of machines on the X and Y-coor-

dinate. Constraint (5) restricts the distance between 
two machines on the X or Y-coordinate to be larger 
or equal to the sum of the security distance of two 
machines on that axis. Constraints (6) and (7) restrict 
the feasibility of the beginning time. For two consec-
utive operations in a job, the beginning time of the 
following operation cannot be earlier than the sum 
of the completion time of the preceding operation, 
the reconfiguration time, and the transportation time. 
If these two operations are executed on the same 
machine, the WIP will not shift. If not, the recon-
figuration time is equal to 0. For any two operations 
accomplished on the same machine, the later opera-
tion ought to start after the processing of the former 
operation and the reconfiguration are finished.

3.3 Small numerical experiment in CPLEX  

This model is tested with a small numerical ex-
periment resolved in ILOG CPLEX Optimization 
Studio developed by IBM. The version used is 
V12.10.0.

In this experiment, there are six jobs, five opera-

Table 1. The process plan for each job in the small numerical experiment

Table 2. The reconfiguration time in the small numerical experiment

Job ID Due date Unit penalty Operation in sequence /Processing time

Job1 40 1 Op1/1 Op2/2 Op3/3 Op4/4 Op5/5

Job2 60 2 Op5/1 Op4/2 Op3/3 Op2/4 Op1/5

Job3 10 3 Op1/2 Op3/4 Op5/1 Op2/3 Op4/5

Job4 30 4 Op5/4 Op3/2 Op1/5 Op4/3 Op2/1

Job5 20 5 Op2/1 Op4/5 Op5/4 Op3/2 Op1/3

Job6 50 6 Op4/3 Op2/2 Op1/4 Op3/5 Op5/1

Operation ID Op1 Op2 Op3 Op4 Op5

Op1 0 0 0 0 2

Op2 0 0 0 0 0

Op3 0 0 0 0 0

Op4 0 0 0 0 0

Op5 4 0 0 0 0
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tions, and four machines. Jobs due dates, and relat-
ed unit tardiness time penalty, and the process plans 
including the operation sequences for jobs and the 
processing time for every operation are given in Ta-
ble 1. All time related measurements are in the same 
time unit.

The security distances of each machine on X and 
Y-coordinates are as follows: Machine1 (1,1), Ma-
chine2 (2,2), Machine3 (3,3) and Machine4 (4,4). 
Machine 1 is capable of implementing Op1 and 
Op5. Op2, Op3, and Op4 are implemented several-
ly on Machine 2, Machine 3, and Machine 4. Table 
2 lists the reconfiguration time.

The exact optimal scheduling for jobs and on 
machines are presented in Figure 2 and Figure 3, 
respectively. Details are delineated in Table 3. The 

optimal layout for this small case is illustrated in Fig-
ure 4. From this set of the exact solution, solely Job 2 
and Job 6 will be fulfilled on time. The tardiness for 
Job 1, Job 3, Job 4, and Job 5 is 24, 34, 7, and 18, re-
spectively, giving rise to the minimum penalty of 244.

4. Heuristic approach

Though the CPLEX Optimizer has the high per-
formance to solve the linear programming problem, 
it is time-consuming to find the exact global optimum 
for an NP-hard problem. Genetic algorithms have 
been successfully adopted to solve the flexible job-
shop scheduling problem [27]. An improved genetic 
algorithm is put forward to find the approximate op-
timal solution within the acceptable time.

Table 3. The beginning time of each operation for each job in the small numerical experiment obtained in CPLEX 

Job ID Operation in sequence /The beginning time

Job1 Op1/11 Op2/16 Op3/26 Op4/44 Op5/59

Job2 Op5/4 Op4/13 Op3/31 Op2/42 Op1/52

Job3 Op1/9 Op3/15 Op5/25 Op2/30 Op4/39

Job4 Op5/0 Op3/8 Op1/14 Op4/27 Op2/36

Job5 Op2/1 Op4/8 Op5/21 Op3/29 Op1/35

Job6 Op4/0 Op2/18 Op1/30 Op3/38 Op5/47

Figure 2. The optimal scheduling for jobs in the small numerical experiment obtained in CPLEX



180 Gao et al.

International Journal of Industrial Engineering and Management Vol 12 No 3 (2021)

Figure 3. The optimal scheduling on machines in the small numerical experiment obtained in CPLEX

Figure 4. The optimal layout for the small numerical experiment obtained in CPLEX

Figure 5. The procedure of the improved GA
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4.1 Approach presentation  

The primary procedure for this approach is out-
lined in Figure 5. The best solutions in every genera-
tion will be conditionally archived in an optimal set. 
This helps to save the optimal solutions destroyed by 
the crossover or mutation operator during iterations. 
Besides, it can record a couple of optimal solutions 
having the same optimal objective function value. 

Solutions modified by mutation and crossover 
operators are possibly unfeasible. To comply with 
the Constraint (5), a technique for repairing the deci-
sion variables Xk and Yk is demonstrated as follows: 

Layout check Algorithm :

Step 1:	 Sort all machines in ascending  
				    order of their position values on the  
				    X-coordinate;

Step 2:	 Start from the first machine in the  
				    order above:

				   Set this machine as the current  
				    machine;

Step 3:	 Start from the next machine in the  
				    above order :

				   Set this machine as the selected  
				    machine;

Step 4:	 Calculate the distances between  
				    the selected machine and the  
				    current machine on the X and  
				    Y-coordinate; 

Step 5:	 If the distances do not meet the  
				    constraint (5):

				   Set the position value of the  
				    selected machine on the  
				    X-coordinate equal to the sum of  
				    the position value of the current  
				    machine on the  X-coordinate and  
				    the security distance of these two  
				    machines;

				   Else:
				   Continue;
Step 6:	 Sort all machines in ascending  

				    order of their position values on the  
				    Y-coordinate;

Step 7:	 Start from the first machine in the  
				    order above:

				   Set this machine as the current  
				    machine;

Step 8:	 Start from the next machine in the  
				    above order :

				   Set this machine as the selected  
				    machine;

Step 9	 Calculate the distances between the  

				    selected machine and the current  
				    machine on the X and  
				    Y-coordinate; 

Step 10:	 If the distances do not meet the  
				    constraint (5):

				   Set the position value of the  
				    selected machine on the  
				    Y-coordinate equal to the sum of  
				    the position value of the current  
				    machine on the  X-coordinate and  
				    the security distance of these two 	
				    machines;

				   Else:
				   Continue;
				   End. 

To comply with the Constraint (6) and the Con-
straint (7), a technique for repairing the decision vari-
ables Bi,j is demonstrated as follows:

Scheduling check Algorithm :

Step 1:	 Start from the first job:
				   Start from the first operation in this  

				    job operation sequence:
				   Set this operation as the current  

				    operation;
Step 2:	 If the beginning time of the next  

				    operation does not meet the  
				    Constraint (6):

				   Set the beginning time of the next  
				    operation equal to the beginning  
				    time of the current operation plus  
				    the transportation time and the  
				    reconfiguration time;

				   Else:
				   Continue;
Step 3:	 Count the total operations of all jobs  

				    and set this number as Opn;
Step 4:	 While i<Opn :
Step 5:	 Find the minimum beginning time  

				    of the remaining operations and set  
				    it as the current operation;

Step 6:	 If the current operation is the first  
				    operation in a job operation  
				    sequence and the first operation  
				    on a machine:

Step 7:	 Set the beginning time of the  
				    current operation equal to 0;

Step 8:	 If the current operation is the first  
				    operation in a job operation  
				    sequence but not the first operation  
				    on a machine:
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Step 9:	 Set the beginning time of the  
				    current operation equal to the  
				    completion time of the previous  
				    operation on this machine plus the  
				    reconfiguration time;

Step 10:	 If the current operation is not the  
				    first operation in a job operation  
				    sequence but the first operation on  
				    a machine:

Step 11:	 Set the beginning time of the  
				    current operation equal to the  
				    completion time of the previous  
				    operation in this job operation  
				    sequence plus the transportation  
				    time;

Step 12:	 Else:
Step 13:	 Set the beginning time of the  

				    current operation equal to the  

				    maximum of the completion time  
				    of the previous operation on this  
				    machine plus the reconfiguration  
				    time and the completion time of the  
				    previous operation in that job  
				    operation sequence plus the  
				    transportation time;

Step 14:	 End.

4.2 GA performance validation  

This approach is programmed by Python lan-
guage in the Integrated Development Environment 
(IDE) of Pycharm. The version used is 2020.3. 

It is first tested with the same small numerical ex-
periment described in section 3.3. Figures 6 and 7 
depict one set of the approximate optimal scheduling 

Table 4. The beginning time of each operation for each job in the small numerical experiment obtained by the improved GA 

Job ID Operation in sequence /The beginning time

Job1 Op1/ 11 Op2/ 15 Op3/ 24 Op4/ 43 Op5/ 59

Job2 Op5/ 4 Op4/ 14 Op3/ 31 Op2/ 41 Op1/ 52

Job3 Op1/ 9 Op3/ 15 Op5/ 25 Op2/ 29 Op4/ 38

Job4 Op5/0 Op3/8 Op1/14 Op4/28 Op2/37

Job5 Op2/0 Op4/7 Op5/21 Op3/29 Op1/35

Job6 Op4/0 Op2/9 Op1/30 Op3/38 Op5/47

Figure 6. The optimal scheduling for jobs in the small numerical experiment obtained by the improved GA
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for jobs and on machines. The accurate values for 
the beginning time of operations are mapped out in 
Table 4. Similar to the exact optimal solutions, Job 2 
and Job 6 will finish on time. The tardiness for Job 1, 
Job 3, Job 4, and Job 5 is 24, 33, 8, and 18, respec-
tively, inducing a penalty of 245. The approximate 
optimal layout derived from this approach is illustrat-
ed in Figure 8. Despite the difference in machines 
positions, the structure is similar to that appointed in 
the exact optimal solution.

5. Discussion

The computation was conducted in a laptop com-
puter powered by an Intel Core i7-7600U CPU (2.80 
GHz) and 16 GB of RAM. By running the small nu-
merical experiment ten times in CPLEX, the com-
putation time (C_t) of each run is presented in Table 
5. The average computation time to obtain the exact 
optimal solution in CPLEX is 27.84 seconds.

The performance of the improved GA depends 
on the generation limit (g), the population size (s), 

Figure 7. The optimal scheduling on machines in the small numerical experiment obtained by the improved GA

Figure 8. The optimal layout for the small numerical experiment obtained by the improved GA
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and the mutation probability (p_m). By running the 
small numerical experiment ten times separately 
with four sets of parameters for the improved GA, 
the computation time (t_v), objective function value, 
and deviation are obtained and are shown in Table 
5. The deviation to assess the approximate optimal 
solution obtained by the improved GA for the small 
numerical experiment is defined as follows:

dv	 Deviation between the objective value  
			   obtained in the vth run and the objective  
			   value of the exact optimal solution

fv		 The objective value obtained in the vth run 
fopt	 The objective value of the exact optimal  

			   solution
The generation limit and population size obvi-

ously influence the computation time and the dis-
tribution of the approximate solutions. Despite the 
increase in computing time, a large population en-
hances the accuracy of the approximate solutions, 
whereas the excessive iterations do not improve the 
performance. Mutation probability affects the com-
putation time little while having a big impact on the 
deviation of the approximate solutions.

In fact, the exact solutions for the optimal lay-

out are numerous because there is no boundary for 
the workshop. Compared with the performance of 
CPLEX, the improved GA could get several approx-
imate solutions that are close to the exact solutions 
within a short time. With optimal parameters tuning, 
this approach may obtain optimal solution.

6. Conclusion

This paper presented a linear mathematical mod-
el to integrate the job shop scheduling problem with 
the layout configuration in an RMS. It answered the 
following questions:

(1)	 In what order to process these operations;
(2)	 When is the processing beginning time for  

			   these operations;
(3)	 What is the optimal RMS layout.

The process plan is deterministic. The single 
objective is to minimize the total penalty for tardi-
ness. A small-scale example is first implemented in 
the CPLEX to validate this model. Then it is used 
to prove the effectiveness and efficiency of the im-
proved GA approach. The numerical experiments 
are conducted to investigate the relationship be-
tween the parameters and the performance of this 
approach. The limits of this work are in the mathe-
matical model:

Table 5. The performance to solve the small numerical experiment

Run Ct/s

g = 400, s = 40,
pm = 0.1

g = 800, s = 40,
pm = 0.1

g = 400, s = 80,
pm = 0.1

g = 400, s = 40,
pm = 0.05

tv/s fv dv (%) tv/s fv dv (%) tv/s fv dv (%) tv/s fv dv (%)

1 25.86 6.84 244 0.00% 12.61 245 0.41% 12.95 245 0.41% 5.84 261 6.51%

2 27.34 6.72 245 0.41% 12.52 244 0.00% 12.84 245 0.41% 6.47 269 9.29%

3 27.35 6.39 255 4.31% 12.72 264 7.58% 14.31 244 0.00% 5.86 255 4.31%

4 28.66 6.56 245 0.41% 13.98 261 6.51% 13.70 245 0.41% 6.55 245 0.41%

5 28.63 6.55 245 0.41% 12.48 255 4.31% 12.95 245 0.41% 6.53 245 0.41%

6 28.95 7.23 256 4.69% 12.86 245 0.41% 12.84 244 0.00% 5.86 261 6.51%

7 28.52 6.48 245 0.41% 14.09 245 0.41% 14.16 249 2.01% 5.81 246 0.81%

8 27.74 7.17 249 2.01% 12.44 245 0.41% 12.95 244 0.00% 6.55 245 0.41%

9 27.59 6.91 246 0.81% 12.56 259 5.79% 13.13 244 0.00% 5.88 260 6.15%

10 27.76 6.50 261 6.51% 14.03 249 2.01% 13.02 245 0.41% 5.95 255 4.31%

Mean 27.84 6.735 249.1 2.00% 13.029 251.2 2.78% 13.285 245 0.40% 6.13 254.2 3.91%
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(1)	 An operation could be processed on several  
			   configurations;

(2)	 The setup time should be accounted;
(3)	 The workshop has finite space.

The contribution of this work is advancing an ef-
ficient method to optimize the scheduling and lay-
out simultaneously in an RMS. This is significant 
based on the flexibility of RMS but rare researchers 
work on it. The way to use the continuous variables 
to decide the beginning time of operations will de-
crease the number of the independent decision vari-
ables and easy for some powerful business solvers 
to calculate. Techniques proposed in this paper to 
modify the infeasible solutions help to quickly find 
the optimum solution. . Compared with the meth-
od proposed by E. S. Hernández-Gress [28] to con-
currently solve the scheduling and layout problems, 
this paper considers an open-field layout which is 
more possible in an RMS environment. However, 
the reconfiguration time depends on the processing 
sequence on machines, complicating the scheduling 
by influencing the makespan. Future work aims at 
integrating process planning, scheduling, and layout 
configuration to produce mass customized products 
in RMS. Also, it aims at overcoming this work limits. 
In addition to tardiness, cost and energy consump-
tion can be minimized in a multi-objective model. 
The performance of the GA based approach can be 
improved with parameters tuning. The P-Modules 
ideas proposed by Chatzopoulos [29] could be ad-
opted to satisfy the dynamic demands for mass cus-
tomized products in RMS.
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